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Temporal > Approaches Classify each segment separately

1. FullyConnecteeRelLUDropout
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W-TALC: Wealkdgupervised Temporal Activity Localization and Classification



Temporal > Approaches Classify each segment separately

AThe feature vectors from the RGB and Optical Flow streams are extracted using
Two-Stream networks and then concatenated

AFullyConnectedReLUDropout operation is applied to get features of dimension
2048 for each time instant.

AFeatures are then passed through the label projection module to obtain
activations over the categories.

AUsing these activations, two loss functions namely Multiple Instance Learning
Loss and GaActivity Similarity Loss are computed

W-TALC: Weakdgupervised Temporal Activity Localization and Classification
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2. Two Stream Convolutional Neural Networks
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Untrimmed Nets for Weakly Supervised Action Recognition and Detection



Temporal > Approaches Classify each segment separately

AA set of short clips are sampled from the continuous untrimmed videos.

AThese clip proposals are separately fed into-fpaéned networks for feature
extraction.

AA classification module is designed to perform action recognition for each clip
proposal independently, and a selection module is proposed to detect or rank
Important clip proposals.

AFinally, the outputs of classification module and selection module are combined
to yield the videdevel prediction

Untrimmed Nets for Weakly Supervised Action Recognition and Detection
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3. Sparse Temporal Pooling Convolutional Neural Networks

Weakly Supervised Action Localization by Sparse Temporal Pooling Network
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3. Sparse Temporal Pooling Convolutional Neural Networks
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Weakly Supervised Action Localization by Sparse Temporal Pooling Network



Temporal > Approaches Classify each segment separately

AThe feature vectors from the RGB and Optical Flow streams are extracted using
Two-Stream networks

ATemporal Class Activation MapsGRMSs) are computed from the two streams
and employed to generate one dimensional temporal action proposals

AThe attention module computes claagnostic attention weights for each
segment, which are used to generate a videweel representation via weighted
temporal average pooling

AThe representation is given to the classification module that can be trained with
regular cross entropy loss with vidésvel labels

Weakly Supervised Action Localization by Sparse Temporal Pooling Network



Temporal > Approaches Classify each segment separately

4. Marginalized Average Attentional Network
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Temporal > Approaches Classify each segment separately

4. Marginalized Average Attentional Network

—c, —0’ ...... —0,
A BA (B ove oo e

Figure 4: The feature aggregators used in STPN and MAAN.

Marginalized Average Attentional Network for Weaklypervised Learning



Temporal > Approaches Classify each segment separately

AThe input video is divided into several noverlapped snippets and
extracts the 3D feature for each snippet.

AEach snippetevel feature is then fed to an attention module to generate
an attention weight betweei® and 1.

ASTPN then uses a feature aggregator to calculate a weighted sum of the
snippetlevel features with these clasgynostic attention weights to create
a videolevel representation

AThe videdevel representation is then passed through an FC layer followed
by a sigmoid layer to obtain class scores.

AMAAN uses the attention module to generate the latent discriminative
probabilitypt and replaces the feature aggregator from the weighted sum
aggregation by the proposed marginalized average aggregation

Marginalized Average Attentional Network for Weaklypervised Learning
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Temporal > Approaches model the relationships between time segments

1. Graph Convolution Networks

What is a Baseball Pitch?

A single action?

Or a distinct cluster of actions?

Action Graphs: Wealdgupervised Action Localization with Graph Convolution Networks
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1. Graph Convolution Networks
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Action Graphs: Wealdgupervised Action Localization with Graph Convolution Networks



Temporal > Approaches model the relationships between time segments

1. Graph Convolution Networks

APretrained 13D network is used to extract input features for each time segment in
a video.

AEach time segment is represented as a graph node, and edges between nodes ar:
weighted by their level of learned similarity.

ASegmenevel classification predictions are made by inference over this graph.

ADuring test time, the segmesievel predictions are threshold to get activity
localization predictions.

AMultiple-Instance Learning (MIL) loss are used to supervise the classification
AL1 loss on edge weights is used to keep the edges in the graph sparse

AModified CeActivity Similarity Loss d@ASL) to encourage edges between
foreground segments to be higher than edges between foreground and backgroun
segments.

Action Graphs: Wealdgupervised Action Localization with Graph Convolution Networks
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U Recurrent neural networks
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Segregated Temporal Assembly Recurrent Networks for Weakly Supervised Multiple Action Detection
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2. Recurrent neural networks

AThe model assembles actions into corresponding instaaterns with a wel
designed attention mechanism

AThe temporal relationship between multiple instarpatterns are learned by
using RNN.

Aan operation term called segregated temporal

ASegregated Temporal GradieBAM (STGradCAN) is used to indicate feature
significance for a specific action category

AThe response of SradCAMs fused with the learned assembly weights for
localizing each action

Segregated Temporal Assembly Recurrent Networks for Weakly Supervised Multiple Action Detection
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AGraph Convolutional Network
ASemantic Relation Graph + Markov Decision Process
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1. Graph Convolutional Network

) Building
RolAlign Graphs
()
& Pooling Over
N nodes
A{.g-";—‘ Graph
Convolutions Classification
% C t
TXxHXWXxd gl i
Nxd .
Feature\ Pooling Over
TXHXW
1xXd

Videos as SpaeEme Region Graphs



SpatialTemporal

Alnput video is represented as a spaege region graph where each node in the
graph represents region of interest in the video

ARegion nodes are connected by two types of edges: appeasingkarity and
spatiotemporal proximity.

A Similarity Relations: regions which have similar appearance or semantically
related are connected together.

AWith similarity relations, the states of the same object change and therange
dependencies between any two objects in any frames can be modelled

A SpatialTemporal Relations: objects which overlap in space and close in time are
connected together via these edges.

AWith spatiattemporal relations, the interactions between nearby objects can be
captured as well as the temporal ordering of object state changes.

Videos as Spa€EBime Region Graphs



SpatialTemporal

2. Multi-stream convolutional networks
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A Multi-Stream Convolutional Neural Network Framework for Group Activity Recognition
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AEach stream operates on a different modality and predictions of all streams are
combined to generate the final outputs

ACNN of every stream is modified to make predictions based on person
representations and scene level cues simultaneously without the need to apply
two separate CNNs for each part.

Alnside each stream, features from multiple layers of CNN are resized and
concatenated together to produce the feature map from which person regions
are extracted to be used in person level group activity prediction

AScene level group activity predictions are also produced with the output of the
last layer of the CNN

A Multi-Stream Convolutional Neural Network Framework for Group Activity Recognition
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3. LSTM based graph

Temporal Dynamic Graph Construction
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SpatiailTemporal

A Each frame is first passed into a spafiahvNeto extract regionlevel features

A A temporal graph structure is constructed by dynamic edge connections between regions
In two consecutive frames

ATDGral[oh LSTM then recurrently propagates information over the updated graph to
generate temporahware feature representations for all regions

A A regionlevel classification module is then adopted to produce category confidences of
all regions in each frame, which are aggregated to obtain freawel action predictions.

AThed filnal actiorddriven loss for each frame is used to feedback signals into the whole
model.

A After each gradient updating, the temporal graph is dynamically updated based on new
visual features

Temporal Dynamic Graph LSTM for Actilbiven Video Object Detection
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4. LSTM model using Caption
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SBGAR: Semantics Based Group Activity Recognition
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4. LSTM model using Caption

A Caption Generation Model generates a caption to describe the corresponding
frame.

A Activity Prediction Model is used to predict the group activity based on generated
captions of a continuous sequence of frames.

SBGAR: Semantics Based Group Activity Recognition
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5. Multi-Level Sequential Generative Adversarial Network (MGSN)

Multi-Level Sequence GAN for Group Activity Recognition



SpatialTemporal

AMulti-Level Sequential Generative Adversarial Network (EBAS! ) composed of
LSTM networks is proposed for capturing separate individual actions

AFollowed by a gated fusion unit to perform feature integration, considering-long
term feature dependencies

AThe network can learn both persdevel and scendevel features to avoid
Information loss on related objects, backgrounds, and the locations of the
iIndividuals within the scene

Multi-Level Sequence GAN for Group Activity Recognition
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6. Semantic Relation Graph + Markov Decision Process
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Progressive Relation Learnlng for Group Activity Recognition



SpatialTemporal

6. Semantic Relation Graph + Markov Decision Process

Progressive Relation Learning for Group Activity Recognition



